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Anomaly Detection As the human investigates, they produce labels
How can we learn on-the-job? 
i.e. Re-rank anomalies from Top-1 Feedback
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OJRank
• Works alongside expert
• Maximizes precision
• Minimizes effort
• Instantaneous updates
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• Isolation Forest Outlier Detection is robust and can be applied to anomaly detection in high 

dimensions. However, time series anomaly detection is not recommended to be used 

here as time series data will be treated as non-time series data.  

Algorithm details  
Isolation Forest explicitly isolates anomalies rather than profiling normal instances as most 

existing model-based approaches do. It takes advantage of two anomalies’ quantitative 

properties:  

• The minority consists of fewer instances 

• They have attribute-values, which are very different from those of normal instances 

In other words, anomalies are ‘few and different’. In Isolation Forest, a tree structure can be 

constructed effectively to isolate every single instance. Owing of their susceptibility to isolation, 

anomalies are isolated closer to the root of the tree; whereas normal points are isolated at the 

deeper end of the tree. This isolation characteristic of tree forms the basis of the method to 

detect anomalies, and this tree is called Isolation Tree or iTree. Isolation Forest builds an 

ensemble of iTrees (Schema 1) for a given dataset; anomalies are those instances, which have 

short average path lengths on the iTrees.  

 

 

Schema 1: How Isolation Forest (iForest) Outlier Detection Works 

Input  

 

{	

		"data":	{	

						"data-train":	{	

									"Feature1":	[2.149014246,	2.194306561,	1.929753988,	2.473763845],	

									"Feature2":	[1.95852071,	2.456908957,	1.929758913,	2.230230419,	2.162768013],	

									"Target":	[1,	1,	1,	-1]	
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OJRank performs well on 
both the metrics.


